
A sequene-enoding neural networkfor fae reognitionMarek Barwi�nski1;2 and Rolf P. W�urtz1;21- Ruhr University Bohum { International Graduate Shool of NeurosieneUniversit�atstrasse 150, D-44801 Bohum, Germany2- Ruhr University Bohum { Institut f�ur NeuroinformatikUniversit�atstrasse 150, D-44801 Bohum, GermanyAbstrat. We propose a feature-based system for fae reognition usingontextual information to improve the reognition rate. A small (6 mem-ory bloks, 3 ells eah) reurrent neural network with internal memoryell states (LSTM) is trained on single images of 49 di�erent identitiesrandomly piked from the FERET database and tested on images withdi�erent faial expressions using a prede�ned saade path. We show thatthe system presents an improvement of reognition rate and an outlookto the future development of the system inluding autonomous saadegeneration, evidene aumulation and novelty detetion.1 IntrodutionReurrent neural networks Reurrent neural arhiteture failitates op-erating on a sequential data stream, binding information distant in time. A reallof sequenes of almost arbitrary length is realized through a asade mehanism,where eah step in the sequene failitates the reall of the onseutive portion ofinformation. This mehanism is present in various forms of pereption { musienoding and deoding, manual skills, following a remembered path, et. Predi-tion of pereption in the immediate future is mathed against atual experiene.Suh a reall mehanism must have its appropriate enoding ounterpart. SeeJensen and Lisman [3℄ for a model of sequential reall.Context dependeny Both feature and on�gurational information playa role in fae proessing. Reognition of a fae is ontext dependent, as similarfeatures in several distint identities do not lead to multiple identity reognition,but rather a request of the neural system for additional data to resolve the am-biguity. Suessful tehnial methods of ombining on�gurational and featureinformation inlude Elasti Graph Mathing [5℄ and Gabor pyramid mathing[15℄, whih take into aount spatial relations between features. A psyhophysi-ally onvining strategy of enoding and reall of these spatial relations shouldtake into aount a multi-saade approah.Faial properties Faial features are not restrited to semantially de�nedones like eyes, brows and mouth, whih have a name in ommon language. In thelanguage of visual analysis, or the ode of the primary visual ortex, an equally



Fig. 1: Creating a multidimensional Gabor �lter response set alled a jet (top)on manually labeled �xation points (bottom).important distintion between features may be based on di�erent responses to�lters of di�erent spatial frequeny or preferred orientation. A set of forty Gaborfuntions { eight di�erent orientations and �ve di�erent spatial frequenies {alled a jet will be the �lters of hoie.Involuntary visual stimuli sequening Experiments by Thorpe and vanRullen [13, 14℄ have pointed to a natural mehanism of visual input sequening.Based on the ontrast of partiular features and top-down attention failitatingthe response of partiular neurons, the brain automatially adapts to proessthe stimuli it onsiders important more quikly than others. This sequeningbegins already in LGN and goes on further as the stream of spikes propagatesinto higher ortial levels. This is a natural sequening mehanism within asingle �xation.2 MethodsManual labeling and data preproessing 49 identities with two fa-ial expression (neutral { non neutral) were hosen randomly from the FERETdatabase [7℄. For a suessful method of normalizing faial expressions see[11℄,[12℄. Twelve �duial points were labeled manually as points of �xation,and the response vetors of 40 Gabor �lters have been extrated at these points.Manually seleted points are known to be areas arrying a large amount of infor-mation in inner faial features. These jet values are normalized absolute valuesof omplex numbers representing a salar produt of a omplex Gabor funtionwith the image. This is a model for V1 omplex ell responses [4, 8℄.
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Fig. 2: In LSTM eah memory blok output onnets to all previous memoryblok inputs. Eah memory blok has one or more ells and three multipliativegates, whose ativity depend on input. Forget gate sustains or resets ell state.Input and output gates modify the strength of information owing in and outof a memory blok.LSTM The \Long Short Term Memory" (LSTM) reurrent neural networkarhiteture [2, 1℄ is a suessful tool for sequential data analysis. Neuronsin this network have an internal state, whih serves as a short term memory.Equipped with powerful multipliative gates it shields the neuron states fromunwanted input, when it is lear that in this ontext the input data is notrelevant. Forget gates allow for a quik reset of the ell state when new dataneeds to be memorized. Long term memory is oded within synapti weights.The sequential arhiteture of memory bloks allows the network to swith ononseutive bloks as time goes by, allowing for information bak propagationand using the full apaity of the network only for long lags between importantues.An LSTM network with forget gates [1℄ was employed to proess this data.6 memory bloks ontaining 3 ells eah were hosen, the bias weights for on-seutive memory bloks were set to 0:3 � �, where � is the memory blok index,and the learning rate � was set to 0:25.The network's input layer onsists of n+m+3 input units and n+m outputunits, where n represents the size of the jet and m the number of identities. Theinput vetor is enhaned by two units oding for start and end of a sequene,as well as a bias neuron, always set to 1 to adapt the synapti weights to themean of the input data. Identity oding m output units serve as input unitsas well. In this way the network sustains its deision regarding identity unlessfurther �xations prove it wrong. The network is asked not only to predit one ofm identities but also the most probable jet in the next �xation (this will serveas input for saade generation in a future version). The memory bloks havebeen onneted in a unidiretional manner, thus serving as a kind of stak forjets enountered at earlier �xation points.
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Fig. 3: Modi�ed LSTM arhiteture with a bias neuron lamped to 1, and thereurrently onneted part of an output layer.Training and reall During training the jets of eah fae are presentedin a �xed order of the saade points, while one identity ell is lamped to oneand the others to zero. In the reall phase, the �rst jet is presented with equalativity on the identity ells, and their ativity evolves over the saade path.The identity with the maximal response after the last �xation is taken as thereognized one.3 ResultsUsing only twelve �duial points and a small neural arhiteture we ould im-prove the reognition rate using ontext dependent deision making (see �g. 4).The simple identity predition feedbak is the �rst step in improving the overallabilities of the system. This already allows for a very good predition of thenext, expeted jet. The mean salar produt of expeted and enountered jets is� = 0:93�0:06, while a salar produt of two random jets reahes � = 0:78�0:07.We have shown that even without extensive parameter tuning the system isapable of properly reognizing identity based on a short sequene of partlyambiguous input.4 Disussion and outlookEvidene aumulation Despite the improvement in reognition rate thepresented system is only a �rst step, and the most important improvement willbe a a more robust evidene aumulation mehanism. Simple identity feedbakis not enough to allow for more autious deisions by the network. The stronginuene of the jet part of the input layer fores network to make fast andsometimes inorret deisions about identity, whih are then fored bak to theinput layer.Sequential memory for fae enoding and reall Our results show alarge potential of the LSTM arhiteture for proessing oating point data of
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Fig. 4: The arhiteture inluding the ontext of the presented jet performsbetter than the one using merely urrent jet information. Reognition rateinreases relatively by 12%� 3%(0:08� 0:02).large dimension. The network is exible in adapting to newly aquired data andthere are no theoretial obstales in allowing the growth of this arhiteture.We plan to develop a system whih will autonomously deide on the saadepath based on the quality of information it has gathered so far. The onseutive�xations may be related to anything from a di�erent area of the fae to a di�erentspatial frequeny of interest. This will require an \arti�ial entral exeutive"to alulate the urrent state and probable point of interest in the next stepommuniating with the "arti�ial saade generator".Bayesian saade generator Suh a manually hosen saade path isde�nitely not stable enough to be applied to general problems of fae reogni-tion. The results of the proposed method will however provide useful ues tolimitations and possibilities of a system whih autonomously hooses �xationpoints. The sequential memorization needs to be suessful for a �xed pathin order to withstand the hallenge of independently hosen saades. Humansaade behavior during searh in the visual sene follows a model of an idealBayesian observer. Evolved strategy make muh use from proessing informa-tion during a single �xation rather than integration aross �xations. Using alarge retinal view and Bayesian priors, a system is apable of making a orretsaade deision based on low resolution marginal information [6℄.Novelty detetion An important goal for further development is auto-mati novelty detetion based on information about the urrent �xation om-bined with predition about the next loation and what is expeted there. Vi-olations of preditions are relevant ues for a deision whether unpredited en-ountered data implies a new identity or merely a utuation in volatile faialfeatures. An ideal system would reognize a new fae from the old (a familiaritysignal), properly reognize a di�erene in a single feature e.g. new hairut, faial



hair, glasses from a ompletely new identity. Theory of novelty detetion usinginformation theory is gaining more support and aeptation as a preditor ofhippoampal ativity signaling human experiened novelty [10℄. Mehanisms ofortial inferene using Bayesian statistis and the role of neuromodulators aredesribed in [9, 16℄.Summary We have presented �rst results of a neural network to reognizefaes as sequenes of V1 response vetors over a saade path. The ontextintrodued by the sequening ould improve the reognition rate signi�antlyover deisions based on a single jet. This shows that the data format is suitablefor further development of a neuronally realisti reognition model.Referenes[1℄ F. Gers. Long Short-Term Memory in Reurrent Neural Networks. PhD thesis,D�epartement d'informatique, �Eole Polytehnique F�ed�erale de Lausanne, 2001.[2℄ S. Hohreiter and J. Shmidhuber. Long short term memory. Neural Computation,9(8):1735{1780, 1997.[3℄ O. Jensen and J. E. Lisman. Hippoampal sequene-enoding driven by a ortial multi-item working memory bu�er. Trends in Cognitive Neurosiene, 28(2):67{72, 2005.[4℄ J. Jones and L. Palmer. An evaluation of the two-dimensional Gabor �lter model of simplereeptive �elds in at striate ortex. Journal of Neurophysiology, 58(6):1233{1258, 1987.[5℄ M. Lades, J. C. Vorbr�uggen, J. Buhmann, J. Lange, C. von der Malsburg, R. P. W�urtz,and W. Konen. Distortion invariant objet reognition in the dynami link arhiteture.IEEE Transations on Computers, 42(3):300{311, 1993.[6℄ J. Najemnik and W. S. Geisler. Optimal eye movement strategies in visual searh. Nature,434:387{341, 2004.[7℄ P. J. Philips, H. Moon, S. A. Rizvi, and P. J. Rauss. The FERET evaluation methodologyfor fae-reognition algorithms. IEEE Transations on Pattern Analysis and MahineIntelligene, 22(10):1090{1104, 2000.[8℄ D. A. Pollen and S. F. Ronner. Spatial omputation performed by simple and omplexells in the visual ortex of the at. Vision Researh, 22:101{118, 1982.[9℄ R. P. Rao. Bayesian inferene and attentional modulation in the visual ortex. NeuroRe-port, 16(16):1843{1848, 2005.[10℄ B. A. Strange, A. Duggins, W. Pennya, R. J. Dolana, and K. J. Friston. Informationtheory, novelty and hippoampal responses - unpredited or unpreditable? Neural Net-works, 18:225{230, 2005.[11℄ A. Tewes. A Flexible Objet Model for Enoding and Mathing Human Faes. PhD thesis,Physis Dept., Univ. of Bohum, Germany, Jan. 2006.[12℄ A. Tewes, R. P. W�urtz, and C. von der Malsburg. A exible objet model for reognisingand synthesising faial expressions. In T. Kanade, N. Ratha, and A. Jain, editors, Pro-eedings of the International Conferene on Audio- and Video-based Biometri PersonAuthentiation, LNCS, pages 81{90. Springer, 2005.[13℄ S. Thorpe, D. Fize, and C. Marlot. Speed of proessing in the human visual system.Nature, 381(6582):520{522, 1996.[14℄ R. Van Rullen and S. J. Thorpe. Sur�ng a spike wave down the ventral stream. VisionResearh, 42(23):2593{2615, 2002.[15℄ R. P. W�urtz. Objet reognition robust under translations, deformations and hangesin bakground. IEEE Transations on Pattern Analysis and Mahine Intelligene,19(7):769{775, 1997.[16℄ A. J. Yu and P. Dayan. Unertainty, neuromodulation, and attention. Neuron, 46:681{692, 2005.


