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#### Abstract

The unbounded population multi-objective covariance matrix adaptation evolution strategy (UP-MO-CMA-ES) aims at maximizing the total hypervolume covered by all evaluated points. It adds all non-dominated solutions found to its population and employs Gaussian mutations with adaptive covariance matrices to also solve ill-conditioned problems. A novel recombination operator adapts the covariance matrices to point along the Pareto front. The UP-MO-CMA-ES is combined with a parallel exploration strategy and empirically evaluated on the bi-objective BBOB-biobj benchmark problems. Results show that the algorithm can reliably solve ill-conditioned problems as well as weakly-structured problems. However, it is less suited for the rugged multi-modal objective functions in the benchmark.
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## 1. INTRODUCTION

A typical goal of multi-objective evolutionary algorithms (MOEAs) is to achieve the best possible approximation of

[^0]the Pareto front with an a-priori fixed number of solutions. In this paper, we propose a novel MOEA for the different goal of approximating the Pareto front without any restriction on the cardinality of the solution set. Our approach is implemented for the special case of bi-objective optimization, however, it is not limited to two objectives.

The algorithm is based on the multi-objective covariance matrix adaptation evolution strategy (MO-CMA-ES, [10, 13]), which is a state-of-the-art method for vector optimization. It stores a set of $\mu$ individuals, which are optimized to maximize the dominated hypervolume. Selection is a twostep process consisting of non-dominated sorting based on Pareto dominance (as proposed in [5]), as well as the hypervolume indicator as a secondary sorting criterion (similar to [3]). The MO-CMA-ES uses adaptation of the covariance matrices of all individuals to make successful steps more likely. This allows for efficiently solving non-separable and/or ill-conditioned problems.

It is common in MOEAs to just evaluate a final set of $\mu$ points as the result of the optimization process, where $\mu$ is chosen a priori and is small compared to the total number of objective function evaluations. However, a principal limitation of this approach is that in general a predefined fixed number of points cannot approximate a Pareto front arbitrarily well. Furthermore, in practice one may not want to loose any non-dominated point. Therefore, this paper explores the possibility of storing and exploiting all non-dominated solutions found so far as parent population. This is particularly inexpensive in bi-objective optimization, since testing whether a solution is dominated, inserting it into the population, and computing its hypervolume contribution can be accomplished in $\mathcal{O}(\log (\mu))$ time and $\mathcal{O}(\mu)$ memory, where $\mu$ is the (current) number of non-dominated solutions. This allows to approximate a Pareto front with high precision.

In addition, we propose a novel recombination operator. This operator does not affect the search point, but only the associated strategy parameters. It is designed to foster adaptation of the covariance matrices to the Pareto front by aligning the shape of mutation distributions along the front.

## 2. ALGORITHM PRESENTATION

At its core, UP-MO-CMA-ES is a variant of the MO-CMA-ES [10, 13]. Individuals are mutated by adding realizations of Gaussian random vectors, the covariance of which is adapted based on past successful steps.

The main difference of UP-MO-CMA-ES compared to existing variants of MO-CMA-ES (and other MOEAs) lies in the employed population model and the selection mechanism. A predominant paradigm for maintaining a fixed size population of size $\mu$ is indicator-based environmental selection, often based on the hypervolume indicator [2]. In fact, the need for two-stage sorting based on non-dominance rank and hypervolume contribution is an artefact of a fixed population size. In contrast, UP-MO-CMA-ES maintains all nondominated individuals in the population, which also means that we discard all dominated points. As a result, the size of the parent population is dynamic. Its minimal size is one, and there is no upper bound.

This design has consequences for the goal of optimization. At first our algorithm must approach the Pareto front. However, once the front is reached it replaces the usual goal of finding the optimal distribution of a fixed number of $\mu$ points over the front with that of filling in the gaps. Hence, in a successful run the hypervolume does not converge to the optimal $\mu$-distribution [2], but to the hypervolume covered by the actual Pareto front. Of course, this requires unlimited memory, so in practice the algorithm must stop (for the latest) when it runs out of memory. This is not a serious limitation, we were able to run the algorithm on standard hardware on all BBOB-biobj 2016 problem instances for $10^{6}$ function evaluations.

When generating an offspring, we propose to select a parent individual based on its contribution to the dominated hypervolume

$$
\delta \operatorname{Vol}_{Y}(\boldsymbol{y})=\operatorname{Vol}(Y)-\operatorname{Vol}(Y \backslash\{\boldsymbol{y}\}),
$$

where $Y=\left\{\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{\mu}\right\}$ is the set of objective vectors corresponding to the parent population. This rule has the interesting consequence to change the roles of the two nested sorting criteria of non-dominance rank and hypervolume contribution. In UP-MO-CMA-ES the primary criterion of a low non-dominance rank is used for environmental selection, which is hence entirely based on the Pareto dominance relation. The secondary criterion of a high contribution to the dominated hypervolume is applied for mating selection.

The individuals are stored in an AVL-tree [1], which keeps them sorted by the first objective value in increasing order, and in decreasing order by the second objective value. This allows for efficient updates of the hypervolume contribution of a point in the tree, as neighbors on the front can be obtained in logarithmic time. As in the MO-CMA-ES, the $i$ th individual consists of a search point $\boldsymbol{x}_{i} \in \mathbb{R}^{D}$, the corresponding objective vector $\boldsymbol{y}_{i}=f\left(\boldsymbol{x}_{i}\right) \in \mathbb{R}^{2}$, a step size $\sigma_{i}>0$, and a covariance matrix $C_{i} \in \mathbb{R}^{D \times D}$. Unlike in the MO-CMA-ES, no evolution paths are maintained.

In bi-objective optimization only the hypervolume contributions of the extreme points (the current best w.r.t. one criterion) depend on the chosen reference point. These values are generally incomparable to the contributions of "interior" points. Therefore, parent individuals are selected in a two-step process. An extreme point is picked with a fixed probability $p_{\text {extreme }}$. If no extreme point is picked or the picked point seems to have converged (i.e., its step size $\sigma$ is
below some threshold $\sigma_{\text {min }}$ ), then the $i$ th interior point is picked from the tree with probability

$$
p_{i}=\frac{\delta \operatorname{Vol}_{Y}\left(\boldsymbol{y}_{i}\right)^{\alpha}}{\sum_{j} \delta \operatorname{Vol}_{Y}\left(\boldsymbol{y}_{j}\right)^{\alpha}}
$$

This again can be achieved in logarithmic time by storing the cumulative contributions of each subtree in the AVLtree. The constant $\alpha>1$ gives more weight to points with large contributions.

After the individual $i$ is selected as a parent, we create a new offspring point by first applying a recombination operation to the covariance matrix of the mutation distribution. For this, the two nearest neighbors on the Pareto front are picked. Let those have indices $i-1$ and $i+1$. The covariance matrix of the offspring $C$ is then updated by

$$
\begin{aligned}
C=\left(1-c_{r}\right) C_{i}+\frac{c_{r}}{2} & \left(\frac{\boldsymbol{x}_{i-1}-\boldsymbol{x}_{i}}{\sigma_{i}}\right)\left(\frac{\boldsymbol{x}_{i-1}-\boldsymbol{x}_{i}}{\sigma_{i}}\right)^{\mathrm{T}} \\
& +\frac{c_{r}}{2}\left(\frac{\boldsymbol{x}_{i+1}-\boldsymbol{x}_{i}}{\sigma_{i}}\right)\left(\frac{\boldsymbol{x}_{i+1}-\boldsymbol{x}_{i}}{\sigma_{i}}\right)^{\mathrm{T}}
\end{aligned}
$$

The rationale of this operation is to enable the sampling scheme to fill in gaps between individuals of a population that has already reached the Pareto front. This new recombination operator is generic in nature and hence applicable to other variants of MO-CMA-ES. For an alternative recombination scheme for covariance matrices in the MO-CMA-ES we refer to [14].

The new point $\boldsymbol{x}$ is sampled from $\mathcal{N}\left(\boldsymbol{x}_{i}, \sigma_{i}^{2} C\right)$. The update of the covariance matrix of a successful individual is the same as in MO-CMA-ES with evolution path learning-rate 1 (i.e., $c_{c}=1$ in [13]) and thus $C$ is adapted according to

$$
C \leftarrow\left(1-c_{\mathrm{cov}}\right) C+c_{\mathrm{cov}}\left(\frac{\boldsymbol{x}-\boldsymbol{x}_{i}}{\sigma_{i}}\right)\left(\frac{\boldsymbol{x}-\boldsymbol{x}_{i}}{\sigma_{i}}\right)^{\mathrm{T}} .
$$

Unlike in MO-CMA-ES the same update is also applied to the parent.

The step size is adapted as in the MO-CMA-ES [13], however, the target success rate is increased to $1 / 2$ and there is no upper limit for the success rate.

As the update of the covariance matrix can directly be applied to its Cholesky factor in $\mathcal{O}\left(D^{2}\right)$ operations, a full iteration of the algorithm runs in $\mathcal{O}\left(\log (\mu)+D^{2}\right)$ time and requires $\mathcal{O}\left(\mu D^{2}\right)$ storage, see [11]. This complexity is tractable on standard PC hardware for moderate search space dimensions and even large numbers of individuals. In highdimensional search spaces the covariance matrices can be stored on disk to reduce the memory requirements to $\mathcal{O}(\mu D)$. This is feasible because only two covariance matrices (one old and one new matrix) are accessed per iteration. For extremely high-dimensional problems one could even store the search point to disk to reduce the memory cost to $\mathcal{O}(\mu)$. However, the AVL tree should always be maintained in fast random access memory. The tuned parameter values of UP-MO-CMA-ES are given in Table 1.

| constant | value |
| :---: | :---: |
| $p_{\text {extreme }}$ | $\frac{1}{5}$ |
| $\sigma_{\min }$ | $10^{-20}$ |
| $\alpha$ | 3 |
| $c_{\mathrm{cov}}$ | $\frac{2}{d^{2.1}+3}$ |
| $c_{r}$ | $\frac{c_{\text {cov }}}{2}$ |

Table 1: Constants used in UP-MO-CMA-ES.

## 3. EXPERIMENTAL PROCEDURE

We ran the UP-MO-CMA-ES on the full BBOB-biobj 2016 benchmark in dimensions $D \in\{2,3,5,10,20\}$ with a total budget of $10^{6} \mathrm{D}$ function evaluations. To tackle multimodal functions, we start multiple instances of the algorithm in a parallel exploration phase. Here, we first started $k=100$ independent instances of the algorithm each using an initial design of $D$ points sampled uniformly in $[-5,5]^{D}$. The instances were running in a round-robin fashion for a total budget of $10^{4} \mathrm{D}$ function evaluations, including the initial design.

After this exploration phase, we merge the fronts found by the $k$ instances into one large front of non-dominated points. A single instance of the algorithm is initialized with this front and runs until the total budget is exhausted. In this setup, the initial exploration phase consumed $1 \%$ of the total budget.

Before running the benchmark, the parameters were tuned on a subset of it. We used functions $1,2,10$ and 11 for this task. The parameters $\alpha$ and the target success rate were tuned on Sphere/Sphere, $c_{\text {cov }}$ was tuned on Sphere/Ellipsoid, $c_{r}$ on Ellipsoid/Ellipsoid and the number of restarts $k$ on Sphere/Galagher 101. Tuning was not performed exhaustively and the optimal parameters are likely to be different.

## 4. CPU TIMING

In order to evaluate the CPU timing of the algorithm, we ran the UP-MO-CMA-ES on the entire bbob-biobj test suite for $1000 D$ function evaluations. The code was implemented in C++ using the Shark library [9] and was run on an $\operatorname{Intel}(\mathrm{R}) \mathrm{Xeon}(\mathrm{R}) \mathrm{CPU} \mathrm{E} 5-1650 \mathrm{v} 2 @ 3.50 \mathrm{GHz}$ with 1 processor and 6 cores on a single thread. The time per function evaluation for dimensions $2,3,5,10$, and 20 was $3.7 \cdot 10^{-6}, 4.2 \cdot 10^{-6}, 5.3 \cdot 10^{-6}, 7.8 \cdot 10^{-6}$, and $1.4 \cdot 10^{-5}$ seconds, respectively.

## 5. RESULTS AND DISCUSSION

Results of UP-MO-CMA-ES from experiments according to [8], [6] and [4] on the benchmark functions given in [12] are presented in Figures 1, 2, 3 , and 4, and in Table 2. The experiments were performed with COCO [7], version 1.0.1, the plots were produced with version 1.1. Note that in all Figures, the reference value of the hypervolume has been reached with high probability when the graph reaches the value 0.9.

As can be seen from Figures 1, 2 and 3, the UP-MO-CMAES performed well on all problems except those involving the multi-modal Rastrigin and Schaffer-F7 functions as objectives. In Figure 4, there are no strong differences between the function classes separable, moderate and ill-conditioned, indicating that the covariance matrix adaptation works as desired. The initial exploration strategy proofed to be suc-
cessful for solving the category of weakly structured problems, often finding better values than the reference used in the benchmark. Only the class of structured multi-modal functions posed a problem to the algorithm. We observed drastically decaying performance in higher dimensions. This suggests that the chosen exploration strategy is not suitable for this type of problem.

It turns out that about half of the evaluated points are non-dominated at the end of the run. This indicates that the algorithm is very effective at filling in gaps between existing solutions. It also means that the memory requirements are substantial (about 1.7 GB for $5 \cdot 10^{5}$ non-dominated points and covariance matrices in $D=20$ dimensions with double precision numbers), but bearable even on standard hardware.

## 6. CONCLUSION

We have presented a novel type of evolution strategy for multi-objective optimization. The algorithm abandons the established paradigm of maximizing the hypervolume dominated by a population of a-priori fixed size $\mu$. Instead we maintain an unbounded population consisting of all nondominated points. This allows us to apply a simple and straightforward selection using Pareto dominance for environmental selection and contributed hypervolume for parent selection. The algorithm bears the potential to converge to the true Pareto front, not only to an optimal $\mu$-distribution.

The practical performance of UP-MO-CMA-ES appears to be promising, unless the algorithm is facing a highly multi-modal problem with millions of local optima. In this case it fails due to its inability to exploit the structure of the distribution of these optima. However, such a structure can be considered somewhat artificial. Hence, we believe that the proposed algorithm is of high practical value.
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Figure 2: Empirical cumulative distribution of simulated (bootstrapped) runtimes, measured in number of objective function evaluations, divided by dimension (FEvals/DIM) for the targets as given in Fig. 1 for functions $f_{17}$ to $f_{36}$ and all dimensions.


Figure 3: Empirical cumulative distribution of simulated (bootstrapped) runtimes, measured in number of objective function evaluations, divided by dimension (FEvals/DIM) for the targets as given in Fig. 1 for functions $f_{37}$ to $f_{55}$ and all dimensions.


Figure 4: Empirical cumulative distribution of simulated (bootstrapped) runtimes, measured in number of objective function evaluations, divided by dimension (FEvals/DIM) for the 58 targets $\left\{-10^{-4},-10^{-4.2}\right.$, $\left.-10^{-4.4},-10^{-4.6},-10^{-4.8},-10^{-5}, 0,10^{-5}, 10^{-4.9}, 10^{-4.8}, \ldots, 10^{-0.1}, 10^{0}\right\}$ for all function groups and all dimensions. The aggregation over all 55 functions is shown in the last plot.
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